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Abstract - Steganographic tools and techniques areecoming more potential and widespread. lllegal use
of steganography poses serious challenges to thewvla&nforcement agencies. Limited work has been
carried out on supervised steganalysis using neuraletwork as a classifier. We present a combined
method of identifying the presence of covert information in a carrier image using fisher's linear

discriminant (FLD) function followed by the radial basis function (RBF). Experiments show promising
results when compared to the existing supervised eganalysis methods, but arranging the retrieved
information is still a challenging problem.

Keywords - Steganography, carrier image, covert image.

I.  INTRODUCTION

Steganography is a type of hidden communicatiot ltteaally means “covered writing”. The message is
out in the open, often for all to see, but goesetiected because the very existence of the messageriet [12,
20, 21]. Steganalysis could be described as a mieth@revent steganography. There are other attaoks
steganography. Attacking the end hosts of the stegraphy algorithm by searching for security crdidésis
not steganalysis. Digital forensics encompasse® mmthods than solely steganalysis to attack stegaphy.
The target for digital forensics is detection ofgetnography. The objective of steganalysis is Gliztg
messages hidden using steganography”. Stegan#yal®out separating covermessages from stego-nesssag
In this work, passive steganalysis is focused.

Most of the present literature on steganalysitofed either a parametric model [28, 24, 26] or adl
model [32, 27, 22, 23, 35, 33]. A general stegagialynethod that can attack steganography blinddyeat
hidden data without knowing embedding methods, béllmore useful in practical applications. A frarekv
for steganalysis based on supervised learning &éas done in [34]. The framework was further devetbpnd
tested. Limited work has been carried out on supegvsteganalysis, using neural networks as aifidag®9,
30]. Fishers’ linear discriminant function (FLD) asclassifier show impressive results in [31]. Toresent
neural network based steganalytic work is implemérty combining the radial basis function neuralvoek
with fishers’ linear discriminant function.

IIl. M ETHODOLOGY

Machine learning theory based steganalysis assunrsatistical information about the stego imagestho
image and the secret message. This work falls utmgecategory of supervised learning employing phase
strategies: a) training phase and b) testing phaséaining phase, original carriers are suppliedneural
classifier to learn the nature of the images. R&¢es$ the role of neural classifier in this work. t83ining the
classifier for a specific embedding algorithm ase@ably accurate detection can be achieved. RBFFaheu
classifier in this work learns a model by averagavgr the multiple examples which include both stegd
non-stego images. In testing phase, unknown imagesupplied to the trained classifier to decide=tivr
secret information is present or not. The flowchaftboth the phases are given below in fig. 1:
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2.1 Fisher’s Linear Discriminant Function

The process of changing the dimensions of a vestoalled transformation. The transformation obacf
n-dimensional real vectors onto a plane is calledapping operation. The result of this operatioa iglanar
display. The main advantage of the planar disptayhat the distribution of the original patternshigher
dimensions (more than two dimensions) can be seenteo dimensional graph. The mapping operationbza
linear or non-linear. R.A. Fisher developed a Imeassification algorithm [1] and a method for stracting a
classifier on the optimal discriminant plane, witinimum distance criterion for multi-class clagsifiion with
small number of patterns [16]. The method of comsidy the number of patterns and feature sizedddl the
relations between discriminant analysis and muykitaperceptrons [17] has been addressed earlidinear

mapping is used to map an n-dimensional vectore‘?*n,onto a two dimensional space. Some of the linear
mapping algorithms are principal component mapptjggeneralized declustering mapping [2, 3, 8,18%st
squared error mapping [11] and projection pursuitpping [6]. In this work, the generalized declusigr
optimal discriminant plane is used. The mappingheforiginal pattern ‘X’ onto a new vector 'Y’ onpdane is
done by a matrix transformation, which is given by

Y=AX (1)

where

¢, |

.’}j

. ] @

andel ande 2 are the discriminant vectors (also called ptigecvectors).

An overview of different mapping techniques [14] 1s addressed earlier. The vectars and¢2 are
obtained by optimizing a given criterion. The pldoemed by the discriminant vectors is the optimattors
which are the optimal discriminant planes. Thisnplagives the highest possible classification far trew
patterns.

The steps involved in the linear mappings are:

Step 1: Computation of the discriminant vectods and ¢2: this is specific for a particular linear mapping
algorithm.
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Step 2: Computation of the planar images of thgial data points: this is for all linear mappidgaithms.
1) Computation of discriminant vectapg and g,

The criterion to evaluate the classification parfance is given by:

J(@) g;:rTT S, @

@ Sy 3)
Where

S, the between class matrix, and

Sy the within class matrix which is non-singular.

S, =X p(e,)(m,—m,)(m,—m,)"
’ pla, )m, —m_ )m, —m) @

S, =% pla ']'E[X= —m )X, —m, '}T(r_{J )

where

P(w) a priori the probability of thé"ipattern, generally, pq{) = 1/m

m; the mean of each feature of thelass patterns, (i=1.2...,m),

m, the global mean of a feature of all the pattennallithe classes,

X {xi, I=1, 2,...L} the n-dimensional patterns of daclass,

L the total number of patterns.

Eq.(3) states that the distance between the clsers should be maximum. The discriminant vectothpt

maximizes ‘J' in Eq. (3) is found as a solutiortlod eigenvalue problem given by:

St = Ami Sw P
(6)

where

Am the greatest non-zero eigenvalue p$~)

¢, eigenvalue corresponding Ag,

The reason for choosing the eigenvector with marimaigenvalue is that the Euclidean distance of this
vector will be the maximum, when compared with thiathe other eigenvectors of Eq.(6). Another disgrant
vector j2 is obtained, by using the same critevdrieq.(3). The discriminant vector j2 should alstisy the
condition given by:

.
P 2¢=0
@)

Eq.(7) indicates that the solution obtained is gewitally independent and the vectags and ¢, are
perpendicular to each other. Whenever the pattarasperpendicular to each other, it means, thaetie
absolutely no redundancy, or repetition of a pattdihe discriminant vectap, is found as a solution of the
eigenvalue problem, which is given by:

Op Sp P2 = Amz Sw P2
(8)
where
Amzthe greatest non-zero eigen value 91$SN'1 , and

Q, the projection matrix which is given by

192



E-ISSN: 2321—-9637
Volume 2, Issue 1, January 2014

International Journal of Research in Advent Technobgy

Available Online at: http://www.ijrat.org

T o1
90 Sy

Qo =1
P g.olr Sy @, ©)

where
| an identity matrix

The eigenvector corresponding to the maximum eigkemvof Eq. (8) is the discriminant vectp?. In
Eq.(6) and Eq. (8),wshould be non-singular. The,3natrix should be non-singular, even for a moreegain
discriminating analysis and multi-orthonormal vestfy, 18, 19]. If the determinant ofySs zero, then singular
value decomposition (SVD) on SW has to be done.uSing SVD [10, 13], & is decomposed into three
matrices U, W and V. The matrices U and W are wypitaatrices, and V is a diagonal matrix with noryaigve
diagonal elements arranged in the decreasing ofdemall value of 18 to 10® is to be added to the diagonal
elements of V matrix, whose value is zero. Thiscpses is called perturbation. After perturbing thenstrix, the
matrix S, is calculated by:

S, =U*W#yT
! (10)

where
Sw* the non-singular matrix which has to be considénetie place of &

Minimum perturbed value should be considered, wiighst sufficient to make,$ nonsingular. As per Eq.(7),
when the values ofpl and ¢2 are innerproducted, the resultant value shouldzée. In reality, the
innerproducted value will not be zero. This is tluéloating point operations.

2) Computation of two-dimensional vector from diniginal n-dimensional input patterns

The two-dimensional vector set yi is obtained by:

yio= (Ui, vi)= (6" @r, X7 p2) 1)
The vector set;\yis obtained by projecting the original pattern ofito the space, spanneddiy ande2 by
using Eq.(11). The values of and y can be plotted in a two-dimensional graph, to knbevdistribution of the
original patterns.

2.2 Radial Basis Function

A radial basis function (RBF) is a real-valued ftime whose value depends only on the distance ftem
origin. If a function ‘h’ satisfies the propertyx)=h(|x||), then it is a radial function. Their characitci feature
is that their response decreases (or increases)tomacally with distance from a central point. Téentre, the
distance scale, and the precise shape of the ragetion are parameters of the model, all fixed i§ linear
[25].

A typical radial function is the Gaussian whichtle case of a scalar input, is

h(x)=exp((-(x-cf)/(r*)) 12)
Its parameters are its centrand its radius.

A Gaussian RBF monotonically decreases with digtgnem the centre. In contrast, a multiquadric RBF
which, in the case of scalar input, monotonicafigreases with distance from the centre. GaussenRBFs
are local (give a significant response only in &ghleourhood near the centre) and are more commasey
than multiquadric-type RBFs which have a globaposse. Radial functions are simply a class of fionet In
principle, they could be employed in any sort ofdelo(linear or nonlinear) and any sort of netwoskgle-
layer or multi-layer). RBF networks have traditiipebeen associated with radial functions in a EHgyer
network. In the Figure 2, the input layer carries butputs of FLD function. The distance betweasd¢hvalues
and centre values are found and summed to fornardinembination before the neurons of the hiddeerlay
These neurons are said to contain the radial Hasiion with exponential form. The outputs of tR8F
activation function is further processed accordmgpecific requirements.
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Fig. 2:Radial Basis Function Network

lll. IMPLEMENTATION

a) Training

1.
2.
3.

Decide number of cover images.

Read each Image.

Calculate the principal component vector by
z=2+7"

where

Z denotes the intensities of image

Find eigenvector of the Z matrix by applying eigencess.

Calculate thel ande?2 vectors.

91 = eigenvector ( $* S, )

S, =Z(PCV.—My) (PCV—M,)" /N

where:

PCV, (i=1,2,3)

PCV;, Principal component vectorl

PCV,, Principal component vector2

PCV;, Principal component vector3

Mo = Average of (PCY+ PC\; + PC\%)

Sw=(E(PCVi- M) (PCV ~M)") /N

where:

Mi(i=1,2,3)

M., average of PCV

M,, average of PCY

M3, average of PCY

Calculatep, vector.

¢, = eigenvector (Q SS, ™)

Q=1—(r ¢ *Su™)/ (1 *Su™** Phi_gy))

Transfer for N dimensional vector into 2 dimensiorector.

U=¢1* PCVi (1,2, 3)
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V =" PCVi(1,2,3)

Apply RBF.

No. of Input = 2

No. of Patterns = 15

No. of Centre = 2

Calculate RBF as

RBF = exp (-X)

Calculate Matrix as

G = RBF

A=G *G

Calculate

B=A"

Calculate

E=B*G'

Calculate the final weight.
F=E*D

Store the final weights in a File.
Testing

Read steganographed image.
Calculate the principal component vector.
z=2+*7"

Find eigenvector of the Z matrix by applying eigencess.

Calculate RBF as.
RBF =exp (-X)
G = RBF

A=G' *G

B=A"

E=B*G
Calculate.
F=E*D

Classify the pixel as containing informationno.

RESULTS AND DISCUSSION

The simulation of steganalysis has been implendentsing MATLAB 7. Sample sets of images
considered are gray and true color images. Therdift sets of cover images considered in the stionlare
given in Figure 3. The information image is givenHigure 4. Encryption technique has not been densd
during the simulation. The different ways the sedndormation scattered in the cover images areigiin
Figure 5.
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Fig. 5:Distribution of information image in cover image

In this simulation, the information is embeddedngsleast significant bit (LSB), discrete cosine
transformation (DCT) separately. In certain ca&®8p of the information image is embedded using 558
remaining 50% of the information is embedded ush@jr. In the entire simulation, the size of the imiation
image is considered to 1/8 size of the originalgmérable

). The outputs of the FLD (Figure 6), RBF (Figufg and combined method FLD with RBF (Figure & ar
shown. The projection vectors are given in Tahle Il

Embeddng methods used L3B, DCT, L3E and DCT

Fize of the covet image SI2E52

Fize of the seeretimags 128128 = 118% (3123

Method of embedding Bpecific secmences formed (Fig 4)

Frocessing the true color im age Red , green , blue planes ars

(RGE) et becded separately in the lower
nibiols
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Table I: SIMULATION ENVIRONMENT USED

|

L

0.33243

D975

0.5662

0.7164

Table II:PROJECTION VECTORS

These vectors obtained after finding out thea®d $ matrices considering 30 steganographed images
using the images given in Figure 3 and Figure gufd 7 and figure 8 are obtained by setting a tietec
threshold value of 2. Any output greater than &ghold is considered as the pixel containing tifierimation.

The threshold value is different for different nadh
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Fig. 7: Steganalysis using RBF

V. CONCLUSION

Steganalysis has been implemented using FLD, RBFcambination of FLD and RBF algorithms. The
outputs of the algorithms for one steganographeaiganhave been presented. Secret information isngett
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retrieved by the proposed algorithms with varioegrées of accuracies. It can be noticed that theboeed
method FLDRBF is much promising in detecting thesence of hidden information. The cover imagesemos
for the simulation are standard images. The peagentf identifying the hidden information is mohan 95%,
but arranging the retrieved information is stitfzallenging problem. The information can be wethaged in a
meaningful way by using a set of association rules.
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Fig. 8:Steganalysis using FLDRBF
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